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Unit - VII

LINEAR ALGEBRA -1

'Z;ij Introduction

Linear Algebra broadly deals with theoretical and practical applications of linear
transformations, linear system of equations etc. Matrix Theory is an important topic in
linear algebra and the reader is acquainted with this to a certain extent, In this unit we
discuss matrix oriented topics such as rank of a matrix, elementary transformation
consistency of a system of linear algebraic equations using the concept of rank of a
matrix, solutions of a linear algebraic system of equations by some special methods.

i7.21 Recapitulation of the basic matrix theory

A setof mn elements written in an array of m rows and 1 columns embedded in brackets
[Jor {}is called a matrix of order m x n (m by n). The following array is a typical
m X 1 matrix.

1 2 B3 By,
a aq a Y/ |
21 % Ay 2

A= "l=1a.].
................... i
l"Iml amZ am3 'amn

Orderof A = OQ(A)=mxn

Ifm = nthe matrix is called a square matrix of order n

The matrix of order 1 x n is called a row matrix and a matrix of order 1 x 1is called a
column matrix

Examples: [1 2 3]... Row matrix (order 1 x3)

1
0 --. column matrix (order 3x 1)
4

Consider a square matrix A of order # as follows



480 : LINEAR ALGEBRA

11 82 A3 - -y,
A= Ay 8y Bp3 - -y,

InAtheelements a,, , 4,,, .. .4, constitute principal diagonal of the square matrix A

The sum of all these elements is called the trace of A. A square matrix having all the
elements below the principal diagonal zero is called an upper triangular matrix and a
square matrix having all the elements above the principal diagonal zero is called a
lower triangular matrix

125 300
Examples:|0 4 7 }, [4 5 0 |are respectively upper and lower triangular matrices.
008 678

A square matrix is said to be a diagonal matrix if every element other than the
principal diagonal elements are zero.

200

Examples : {3 g] 030
004

If every element of a diagonal matrix is the same then it is called a scalar matrix.

20 (500
Examples : [0 2], 050
LO 05

A scalar matrix in which each diagonal element is equal to uruty that is 1 is called a
Unit matrix or Identity matrix usually denoted by I.

10] 100

Examples : [0 1

A matrix having all its elements equal to zero is called a null matrix.

000 00
Examples : [0 0 01, [O 0]

The matrix obtained by interchanging their rows and celumns is called as the transpose
of the given matrix usually denoted by A" where A is the given matrix.

Obviously (A")" = A.
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1 2-~1

Examples : If A:[2 3 4jl then A" =] 2

1

1
2

¥ A=[2 -1 4]thend’ =|-1]
4

A square matrix A is said to be symmetricif A = A’ and skew symmetricif A = - A",

12 142
Examples : » {4 5 0 |are symmetric matrices. -
23 207

(observe that row elements and column elements are the same)

0 1 0 2 -1
+ =2 0 4 |are skew symmetric matrices.
"1 o 1-4 0

(observe that the principal diagonal elements are zero and column elements are negative of the
row elements.)

Algebra of matrices

If A is any matrix and k be any scalar the matrix obtained by multiplying every element
of A by k is called the scalar multiple of the matrix A denoted by kA.

Examples : '

235 6 9157 1, [ 13257
HA'[-146]M3A‘[—3 12 18]'2‘4“[-1/2 2 3]

Sum and Difference of two matrices

If A and B are two matrices of the same order, their sum 4 + B, difference A ~ B is the
sum/difference of the corresponding elements. '

Examples

-1 4 J6 3
i as[ e e 2] e

57 [-71
A+B=[10 0]' A‘B‘[ 0 B:I

16 17 1. [ 2 ur
osn <[l 7] daof 2 0)

Predwer o iven maatrice - .
If A is a matrix of order m x n and B is a matrix of order s x p then the product AB
exists and will be a matrix of order m x p.

Row elements of A are multiplied with the corresponding column elements of B and
are added.
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Examples :

12
1. Considera =15 2 Xl p-|o0 4
242 P

Orderof A, O(A)=2x3, O(B)=3x2 .~ O(AB)=2x2
The product AB is computed as follows.

12
AB=BE;]04
36

AB = 3x1 4+2x0+1x3, 3x2 +2x4+1x6 | _|6 20
“lax1 +4%x0 +2x3, 2x2 +4x4+2x6| |8 32

Also let us examine the possibility of the computation of the matrix product BA
O(B)=3x2, O(A)=2x3 . O(BA)=3x3
The product BA is computed as follows.

'] 2 301 1x3+2x2, 1x2+2%x4, 1x1+2x2

BA =0 4 [2 4 2]: O0x3+4x2, 0x2+4x4, O0x1+4x2

|_3 6 3x3+6x%x2, Ix2+6%x4, 3x1+6x2
7 10 5
ie., BA = 8 16 8
LZI 30 15

Remark : We will come across with product of two square matrices of the same order.

Obviously the resulting product matrix will also be a square matrix of the same order.

Neobe : Properties of mairix multiphcation.

" 1. The matrix product AB may exist but BA may not exist. Even if both exist,
AB z BA. Matrix multiplication in general is not commutative.

2. f O(A)=mxn O(BY=nxp O(C)=pxgthen A(BC) = (AB)C
which implies that the matrix multiplication is associative.

3. If O(A) =mxnand O(B) = n x p = O(C) then A(B+C) = AB+AC,
which implies that matrix multiplication is distributive:
4. (ABY = B'A’

5. If A is any square matrix, the matrix product 2 - A is denoted by A2, Further
A-A? = A% and so-on.
In general if p and q are positive integers,
AP . AT = AP*9 and (APY = APY
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A square matrix A is said to be orthogonal if AA’ = [ = A’ A

A square matrix A is said to be singular if its determinant is zero and A is said to be
nonsingular if its determinant is not equal to zero.

Thatis, { A| = 0 = A issingular and
| A| # 0= A isnonsingular. -

If A and B are two square matrices of the same order such that
AB=BA =1 _

then B is called the inverse of A denoted by A~ 1.

The necessary and the suffecient condition for a square matrix A to possess inverse is that
| A | # 0. That is to say that the inverse of a square matrix exists if and only if the
matrix A is nonsingular.

Note: 1. The inverse of a square matrix is unique.
2 (ABY ' =pB"1 41
3. Wehavealready said that AA’ = 1= A’A = A is orthogonal.
Comparing this with the definition of the inverse of a square matrix we can also conclude that
A=A12 Al orthogonal.
1 %2 M3
Let A =|dy 4 45
31 432 433
Then the adjoint of A denoted by Adj Ais givenby
Ap Ap A | [ An Ay Ay
Adj A = Ay Ay Ap| =| Ay Ay Ay
Ay Ay Ay A Ay Ay
Here A:‘;‘ represents the cofactor of a;in | A|. Thatis, A= (-1 ) */ multiplied by

the value of the determinant obtained by deleting the " row and j”' column. However
in the case of a second order square matrix, the cofactors will be a single element.



a a +a —-da
¥ A=| " 2|thenadja=| 2 ¥
n 41
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Now, for the third order square matrix A we have,

A N - R - B %12 %13 | 7
Ay A3 )" | % A3 |2 %
IR U N et s 2 B gt B &
Adj A = a3 f33| | %1 9x 1 P
4|2 2 Rz " o
31 A3 Ay Iy Ta1 22

Remark : [t is preferable to write the cofactors of elements column wise premultiplied by the
signs +, —, +, =, +, —, +- - and enter row wise in the matrix, resulting in the adjoint
of the given matrix. '

Further the adjoint of a square matrix helps in finding the inverse of a nonsingular
matrix A by the following established result.

Al = AT AdiA

1 : .
[Hustrative Examples to compute the inverse ¢f a given square matrix.

1 -2
L A'[~3 8]

1 -2
>> |A|=‘_3 8

L. [ 48 —(-2)]_[8 2
Ad}A‘[—(—e,), 1 ]‘[3 1}

lz,s—(+6)=2

1 0 -1
2 A=|3 4 5
0 -6 -7 .
1 0 -1
>> Al =(3 4 5 =1(-28+30)-0-~1(-18-0) =20
0 -6 -7
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+(=28+30), —(0-6), +(0+4) 2 6 4
Adj A =] ~(-21-0), +(-7-0), ~(5+3)|=[ 21 -7 -8
+(-18-0), —(=6-0), +(4-0) -18 6 4
- 2 6 4
Al=c-1 21 —7 -8
D1 18 6 4

1 7.3 Elementarv transfarmations toperabions) sssociated with a matrix

The following are the elementary row transformations of a matrix. The
transformations can also be applied for columns.

1. Interchange of any two rows.

2. Muitiplication of any row by a non zero constant. _

3. Addition to any row a constant multiple of any other row.

Elementary transformations along with the notations we use is illustrated in the
following table by considering the matrix

4 8, 4
A=|b b, b
€ €y G4
Example
Elementary row Notation | Resultant of matrix A
| transformation P
1. ' Interchange of firstand R, & R, b, b, b,
~second row i a, a, a,
G 9 4
2. Multiplication of third kR, ay a, a
row by a constant k b, b, b,
key ke, key
3. - Addition to second row - R, = kR +R, ay a, a,
k times the first
<3 the Hrst row (ka+by) (kay+b,) (ka,+b,)
“ C2 Cs

Equivalent matrices : Two matrices A and B of the same order are said tobe equivalent
if one matrix can be obtained from the other by a finite number of successive elementary
row (column) transformations. We use the notation A ~ B.



486 LINEAR ALGEBRA

A non zero matrix A is said to be in row echelon form if the following conditions prevail.
(a) All the zero rows are below non zero rows.
{b) The first non zero entry in any non zero row is 1.

( Obviously in view of the condition (a) the entries belgw 1 in the same column are zero. )

Example : .
1232 1232 1 42
1 0012 2 {01289 3 010
0001 ¢t000 000

The given matrix A is reduced to an echelon form first by applying a series of
elementary row transformations.

Later column transformations are performed to reduce the matrix to one of the
following four forms, called the Normal form of A.

I, L0
M I @ (1, 0} @i |, ) | g o

where [ is the identity matrix of order r.

Observe the following corresponding examples of the normal form of a given matrix.

100 0 o
@|o1o (i) | 04120 0 (i) | 5 g (iv) .
001 0.0:1 0 00 0000
‘These are equivalent to the following forms respectively.
: N | R SR
M L (i) [1;, 0] (i) [0} (iv) {0 0}

2 Inorder to reduce the given matrix to a row echelon form we must prefer to have
the leading entry ( first entry in the first row ) non zero, much prefarably 1.

9 In the case when this entry is zero we can interehange with any suitable row to
" meet the requirement.

2 Wae then focus on the leading non zero entry ( starting from the first row ) to make
all the elements in that column zero. However the transformation has to be
performed for the entire row.



= Row echelon form will be achieved first and we have to continue further to arrive
at the normal form

D We need to perform column transformations in the same way to achieve the
normal form.

Note : It is advisible to avoid fractions as far as possible during the process of elementary
transformations.

WHLEED PROBLVALS

L Rednee the followimg matrin to tie echeion form

1201 0]
P24 3 |_!|
o2 s
[ 121 0]
>> Let A=[=2 430
1028
R2—42R1+R2, R3~—9—R1+R3
[1 21 0]
A~|D 8520
0 -2 1 8
R3—+-1/4-R2+R3
(12 10
A~108 5090
00 94 8
1/8—R2, 4./9-R3
12 1 0
A ~{0 1 5/8 0 |istherow echelon form of A
00 1-32/9

325 7 12
11273 5
336915
- 3257 12
>> Let A=|1123 5
336915
R, o R,
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| 0 0 0 0 0
( We have to perform column transformations to reduce to the normal form)

C, - -C+G, G = ~2C,+C,, Cy » -3C+Cy, Cg = —5C; +GC
1 0 0 0 O

A~l0-1-1~-2 -3
0 0 0 0 O

.Gy o =G+ Gy, Cy > -2C,+Cy, Cy - -3C,+ G4

i 0 O Lo _l
000 |= is the normal formof A.
000 00

. (01 2 -2
»> Let A=|402 6
213 1
'R1<—>R3
213 1]
A~l402 6
012 -2
R.z—)—2R1+R2
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2 1 3 1
A~|0~2 -4 4
0 1 2 =2

R3—~)1X2'R2+R3
21 31
A~|0 -2 -4 4
¢ 0 00
Now, Cz—)-l/Z-C1+C2, C3—-)—3/2-CI+C3, C4-—-) —1/2-C1+C'4

2 0 00
A~|0 -2 -4 4
0 00
C

4. By performing elementary row and column transformations, reduce the following matrix
to the normal form.

|’2—~1 301 ¢
Tho=2 1 -4
101 =1 5t
|4 -7 4 -4 5|
2 -4 3 10]
11 -2 1 -42
>> Let A=l0 1-1 31
4 -7 4 -4 5
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oD oD
= -y =M

R2 - —2R1+R2, R4 — —4R1+_R4

21
9 -4

1 -2 1-4

1

0
0.1 -1
1

1

3
012 -3

0

r L ¥
o = m (o B oD
i 1) I I I
DI - D - N o
! - 1 [

e ] — T - 1110.
I o t o [
2101 + o + [ B - =]

_ S g
-oo @ ; - I 000
L J
H .ﬂ A. 1
-+ -
< =4 < -4 <

Now, CZ——>2C1+C2, Cs -+-C1,+C3, C4 —->4C1+C4, C5—->2C1+C5

]

L= - =]

0
3
9 -
0

0110

O -0 D
— o oo

|

C3 — C2+C3, C4 - —3C2+C3, C5 - -C2+C5

A~
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1 1 1 1
0 -3 -2 -9
A 0 0 -4 9
0 ¢ 0 153/4
Now, C2 — —C1+C2, C3 — —C1+C3, C4 - —C1+C4
(1 0 0 0
0 -3 -2 -9
A 0 0 -4 9
0 0 0 15374
C3 - -2/3-C,+Cy, C4 - —3C:,_+C4
1 0 0 0
0 -3 0 0
A 0 0 -4 9
0 0 O 153/4
C, — 9/4'f.:'3+(:4
1 0 0 0
0 -3 0 0
4 0 0 -4 0
0 0 0 15374
Finally, —1/3‘C2, «1/4-C3, 4/153-C,
19000
A~ g ; 2 g = IQ is the normal form of A.
0001

Rank of a matrix

The rank of a matrix A in echelon form is equal to the number of non zero rows. Itis
denoted by p(A ).

Any matrix A of order i x n can be reduced to one of the normal forms :

. N I L B A
() I (i) (1, O] (it} 0 J (iv) 0 0
It is evident that the matrix in these normal forms will have r non zero rows.

Hence p{(A) =7r
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IfAisam x n matrix of rank r, then there exists nonsingular matrices P and Q such
that the matrix P A Q is in the normal form.

Further we can say that if 7 is the rank of a matrix A of order m x n (r<m),
r number of rows of the matrix are linearly independent.

Observe the following examples.

, [12
SV

Performing, R, - -3 R + R,

A~[é 3}:.3(/4):1

This means that ore row of the matrix A is linearly independent. Tt can be easily seen that
R, =3R, or R, = 1/3 R,

234
2. A=1-123
157

R, © R, yields,

-123
A~ 234
157
R, = 2R +R,, Ry — Ry +R; gives us
-12 3
A~ 0710
0 7 10
Ry = —R,+R, gives
~12 3
A~ 0710
00 ¢

Finally ~R, and 1/7 - R, yields

(1 -2 -3
A~10 110/7|=>p(A)=2

0 0 0

This means that fwo rows of the matrix A are linearly independent. It can be easily seen
that Ry +R, = R; or R, = Ry=Ryor Ry = R;~R,
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Any one of the row of the matrix A is expressible in terms of the other two rows.
The application of the rank of a matrix is discussed in the next article.

Remark : We can write down the rank of the matrices in problems 1 to 5 discussed earlier.

ProblemNo. 12 3 4 5
o4y 32 2 3 e
WRKED PGS R Et
Vied whe rank of M | : i : ot EA

I
h 12023 R
]1 SN
>> R2 —)—2Rl+1ii2 R3 —)—R1+R3
(1 2 3 2]
A~|l0-1-1-3
g 1 1 3
123—>R2+R3
1 2 3 2]
A~l0-1-1-3
LO 0 0 0
(“I)Rg
[1 2 3 2
A~|0113
LO 0 00

The matrix A in the row echelon form is having two non zero rows.

Heéncetherank of Ais2. Thus p(A) =2

o2 2 4
7. A=i23 5 4l
|4 38 12 12
>> R, & R,
23 5 4
A~(02 3 4
4 8 13 12
R; —» —2R;+R,
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|
|

1/2-R;, 1/2-R,

|

having two non zero rows.

5/2 2
1 3722
0 o0

1 3
0
0 0

|

The matrix A in the row echelon form is

Thus

A~

p(A)=2

L)
[+ 4
+
[+
I
T -3_ 1
- [« 4 Lo o B B | — o =
[ i | I
o o0 RZ 0NN o o~ O
| It 11
+
ol o~ MoNW N o~ o LD
_ | i - ot
- e b mooo % dococo
L J L i |
" : T : I
o~ o
< =4 < 4 <

Ry = 2R, +R;, R, - 5R,+R,
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12 3 -1
01 1 -1
A oo 0 0O
00 -4 -4

AH

The matrix A in the row echelon form is having three non zero rows.

Thus p(A) =3

>> [Firstly we prefer to interchange the first and second rows as it would be convenient to
make the leading entry in the other rows zero]

RZHR1
(2134
4021
A~ly 347
12314
Rz—)—2R1+R2, R3—)—R1+R3, R4—>—-R1+R4
(2 1 3 4]
0 -2 -4 -7
A 0 2 1 3
0 2 -2 0
R3—)R2+R3, 1{4-->122+R4
(2 1 3 4
0 -2 -4 ~7
A~ 0 -3 -4
0 0 -6 -7
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2 1 3 4
l0-2 -4 -7
4710 0 -3 -4
c 0 0 1
1/2-R,, 1/2:R,, “1/3-R,
(1172 32 2
a0 1 272
0 0 143
0 0 0 1

AllthefourrowsarenonzerointherowwhelonfonnA Thus p(A) =4

b RIHR3
(213 1
A~la02 6
012 -2
R, » 2R1+R2
2 1 3 1
A~{0 -2 -4 4
0 1 2 -2
R, - 1/2-R,+R
b2 1 3 1
A~j0 -2 -4 ~-¢
0 0 0 0
C, = ~1/2-C;+C,, CS—>.—3/2-CI+C3, C, > -172-C,+C,
2 0 0 0
A~{0 -2 -4 -4
0 0 0 O

C3 -3 —2-C2-+C3, C4 - —»2-C2+C4
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o~
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e + .
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_

|

1
2
0

3 -1
0

1
11 -2

Thus p(A) =3
10

01 -

31

C2 - -2C, +C,, C3 - —3C1+C3, C4 - —C1+C4

R3 —>-—3R1+R3, R4 - —.R1+R4

—~
—

A

>
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!
]
|
|
|

Y
?
[ S e
]
W
|
-

Lo = B

+
o
!
1
ol
~
+
o

» 4
|

1

h,
H
como &
N 0 W

F
B == = = ]

uﬁ
l
|
M
=
+
w
Jd
-

cCo o=

cCo~=o
[

O Wwo

S

1 —

+
oo o

Ny

[~ o e P

S I
. i}1 1 ') !|
Pl P L T
BoA=iy v 3
i —~ ,,J'
;_ 0 A

1 -1 -2 -4

2 3-1-1

31 3 -2

6 3 0 -7 _

[We can perform elementary transformations like the earlier problems. However if one can
observe that the fourth row is the sum of the first three rows we can as well proceed by
subtracting the fourth row from the sum of first three rows]

A
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Ry = =(R,+R,+R,) +R,

1 -1 -2 ~4
12 3-1-1
473 3 -2
0 0 0 0

R, ~» ~2R,+R,, Ry - -3R, +R,
1 -1 -2 -4
o 5 3 7
A~le 4 9 10
0 0 0 0

[Preferring to avoid fraction let us perform ~ 4R, + 5R, to make the leading enhy in third
row zero) : . C ' '
Ry — -4R,+5R,

1 -1-2-4]
0 5 3 7

A0 0 1 2
0 0 0 0

[1# is advisible to multiply third row by 1/11] 1/11 - R,

1 -1 -2 -4
0 5 3 7

A 0 0 3 2
c 0 0 ¢

C2—>C1+C2, C3—>2C1+C3, C4 —>4C1+C4
10 00

105 37

Now, A 00 32

00 00‘

C3 - -3/5 C2+C3, C4‘—> —7/5-C2+C4
1000

_|0500

A 0032
0000
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N ocooc

1
W

oo ooO

L

- BT T Ty Tt P DUV TR DTy PN e - . .
14 I R T TR AT TP Y AN P TR P [FEEATTE 5 A T T L AT Y SR P

_ 111t 1
>> Wehave A =|1 2 4 &k
1410 K
R2—+ —-R1+R2, R3 —)—1«'{1+F.3

111 1

A~[013 (k-1)

1039 (¥-1)

R3—>—-3R2+R3

111 1

A~l013 (k-1)

10 0 0 (F-3k+2)

(a) Rank of A can be 3 if the equivalent form of A has 3 non zero rows.

This is possible if (K -3k +2) # 0
ie, (k=1)(k-2)#0ork#1andk=2
Thus p(A)=3if k# 1 and k#2
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(b) Rank of A can be 2 if the equivalent form of A has 2 non zero rows.
This is possible if ¥ ~3k+2 = 0 or (k-1) (k~2) =0
Thus p(A)=2ifk=1or k=2

Note : The following is the working procedure.
S Weassume A = 1A Iwhereis the identity matrix of the befitting order.

S We perform elementary transformations to reduce the matrix A to the normal
form.

< The row transformations performed on A will also be performed on the first
( prefactor of A ) of the identity matrix whereas the column transformations
performed on A will be performed gn the second of the identity matrix ( post factor
of A).

< Thus we obtain the normal form of A equal to PAQ where P and Q are nonsingular
matrices. We can instantly write p ( A ) also.

Remark : P and Q are not unique
We now solve the given problem.

>> Let A = I; A I; where I, represents identity matrix of order 3.

1 11 100 100
A=|1-1-1|=|0t10]|4l010
3 1 1 001 001
Rz——)-—R1+R2, R3—>—3R1+R3
[1 1 11 ['100 100
1 -2 -2|=[-110[4|l010
0-2-2{ |-301 001
i?.3—>—R2+R3
ft 1 17 [ 1 oo 100
1 -2-2f=[-1 10}lA4i010
0 0 0 -2 -1 1 001

Now, C, — =G, +G,, C; - -Ci+G
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0
-1] Also p(A) =2
1

0
1

1/2
¢ -172 -1
0

1
0

Hy

-2 -11

|

Wb i deel s

~ »> The order of A is 3 X 4 hence we need to take the prefactor of A as I, and post

factor of A as 14. That is,

LAIL

A=

R2 — -2 R1+R2
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2 1 3 1) Jo 10] (2900
0-2-4 4|={r-20]4]g,70
2 1 31 0 10 é‘l’gg
0-2-44f=| 1-20[4]g,730
0 0 00 12 -1 1 0001

Now, C, & -1/2:C; +C,, Cy > -3/2-C,+C,, €, — —1/2-C, +C,

2 0 0090 0 10 {1)“3]/2'352'162
0-2-44|= 1 -201A|, o ] 0
0 0 00 172 -1 1 o o 0 1
Cy; = -2C,+C,, C; > 2C,+C,
2 000 0 10 {1) “1;2 “_1’;2 ‘3;2
0-200=| 1-20[4], , ) o
0 000 172 -1 1. o o o ]
1/2.C;, -172-C,
fTtoo00 0 10 162_132 "_1;2 "3£2
0100|=] 1-20]A o o ) 5
0000 -
172 -1 1 o o 0 .
2 |=PAQ whereP=| 1 -20|and Q.
00 2 -11 0 0 1 0
' ' 0o 0 0 1
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i 7f£ Consistency of a system of linear equations

A system of equations in which all the unknowns quantities appear in the first degree
alone is called a linear system of equations.

A set of m linear equations in 7 unknown is as follows.

#
o

a,.x.ta. X, +...+dad

11*1 7425 1n*n

A X+ X+ ta, X = bm

where al}.’s and b!.'s are constants.

b, b, .. b, areallzero, the system is said to be homogeneous.

The set of values x;, x,, ...x which satisfy all the equations simultaneously is

called a solution of the system of equations.

A system of linear equations is said to be consistent if it possess a solution. Otherwise
the system is said to be inconsistent.

The above system of equations can be written in the matrix form,

1 A - 1R b,
Q31 Ay o Ay, %3 b,
Laml am2 t amn xn _bmJ

That is , AX = B where the matrix A is of order m x n, Xis of order # x 1 and hence
their product denoted by B is of order m x 1. Obviously AX = [0] is the matrix
representation of the homogeneous set of equations where [0] is a null matrix of order
mx 1.

X, = %) = Xy = ... =x, = 0is obviously a solution of the homogeneous system of
equations and is called a trivial solution. If at least one x, (=1, 2, ...n)isnot
equal to zero then it is called a non trivial solution.

The system of equations AX = B may or may not pdssess a solution. If the systefn
possesses a solution it may or may not be the only solution. The concept of the rank of

a matrix helps us to conclude (i) whether the system is consistent or not (ii} whether
the system possess urugue solution or many solutions.
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Condition for consistency and types of selution

Consider a system of m equations in n unknowns represented in the matrix form
AX = B.

a1 2 Fn

a a ..a
A= 21 22 n

aml amZ n amrz

is called the coefficient matrix.

The matrix formed by appending to A an extra column consisting of the elements of B
is called the augmented matrix denotedby [A: 8]

Le.,

Gy, @, - 4, " b‘
a a .. a, . b
[A . B] — 21 22 2n ‘ 2
a., G - B, bm

The system of equations represented by the matrix equation AX = B
is consistent if p(A) = p{A:B]

Supposep[A] = p[ A:B] = r then the condition for various types of solution are
as follows.

1.

2,

In

Unique solution : p[A] =p[A:B] =r =n, n being the number of
unknowns.

Infinite solutions: p[A] = p[A:B]=r <n

this case (n—-r) unknowns can take arbitrary values. Obviously

p[A] # p[ A:B]implies that the system is inconsistent. (does not possess a solution)

Working procedure for problems

-

o

=

We first form the augmented matrix [ A: B ] and we can clearly identify the
portion of the coefficient matrix A in it.

We reduce the matrix [A:B] to an echelgn form by elementary row
transformations. This will enable us to immediately write down the ranks of A
and also [ A : B ] with the result we can decide the consistency aspect of the system
of equations. )

The echelon form of [ A:B) is converted back to the equation form and the
solution will ernerge easily.
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Vel BT MRV DS
17, Tostfor oompedongg i d oty
1 11:6
>> [A:B] =1 ~1 2 : 5] isthe augmented matrix.
3 11:8

We now perform elementary row operations.

R, - -R1+R2, 33 -3 -3R, +R,

F1 1 1: 6
[A:B]~10 -2 1: -1
0 -2 -2 : -10
R, > —R,+R,
1 11: 6
(A:B)~[0 -2 1: -1
' 0 03: -9

Note: We need not make the leading non zero entry in every row 1 as we can decide on the
rank of the matrices Aand [ A : B ] at this stage.

Both A and [ A: B ) matrices have all thé three rows non zero.
p[A]l=3and p[A:B] =3 i, r=3
Also the number of independent variables n = 3

Sincep[A] = p[A:B} =3 (ie, r = n = 3) the given system of equations is
consistent and will have unique solution.

Let us now convert the prevailing form of [ A : B } into a set of equations as follows.

x+y+z2=6 | )]
-2y+z = -1 ... (i)
-3z =-9 ... (i)

From (iii) z = 3, substituting this value in (ii) we get y = 2. Finally substituting these
valuesin (i) wegetx = 1

Thus x = 1,y = 2,2 = 3 is the unique solution.
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123 : 14
>> Now [A:B] =145 7 : 35] is the augmented matrix.
334:21

Rz_"'4R1+_R2' R3—>-3R1+R3

1 2 3: 14
[A:B])~|0 -3 -5 : -21

0 -3 -5:-21
R3—>—R2+R3

I 2 3: 14
[A:B]~j0 -3 -5 : -21

¢ o 0: 0

Wehavep[A] =2, p{A:B] =2 ie, r=2 Alson = 3

509

Since p[A] =p[A:B] =2<3 (i, r<n) the system is consistent and will
have infinite solutions Here (n-7) = 1 and hence one of the variables can take

arbitrary values.

We now have, X+ ly+ 3z

if

14

—-3y~52 = -21

Let z = k be arbitrary.

21 -5k 5k

3 3

from (i) -3y -5k = ~21 or y =

Now from (i) x+2(7-5k/3)+3k =14 . x =43
5k

Thusx = —;, y=7- 3/%= k represent infinite solutions since k is arbitrary.

1Y)
. (ii)
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19, Test for consistency and selve
x=dy+7: = 14
3x+8y -2z = 15
7x—By+ 26z = b

(1 -4 7 : 14
. >> [A:B]=|3 8 -2 : 13| isthe augmented matrix.

7 -8 26 : b
R, - —3R1+R2, R, & ~7h; +R,

(1 -4 7 : 14
[A:B)~{0 20 -23 : =29

0 20 -23 : -93
- -R,+R,

R,

1 -4 7 : 14]
[A:B}]~|0 20 -23 : -29
0 0 0 : —-64

Wehavep(A] =2 and p[{A:B] = 3

Since p[A] # p [ A: B] the system is inconsistent (does not possess any solution)

Remark : By the conversion of the above form of the matrix to equations, the last row will
result in an identity of the form 0 = — 64 which is absurd. Hence no solution for the system.

e e e e e o e = o = = o .

20. Test for consistency and sofve
5xy + X,y # 3xy = 20
ZXI +5x, + 20, = 18

3xl+2x2+13 = 14

513:20
>> [A:B]=|2 5 2 : 18} isthe augmented matrix.

. 321: 14
R, — -2R; +5R,, Ry » -3R, +5R;

5 1 3:2
[A:By~|023 4:5

0 7 -4:10
R, - -7R,+23R,
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5 1 3 20
[A:B] ~]0 23 4 ;50
0 0 -120 : ~120

Wehavep[A]) =3, p[A:B] =3 i, r=3Alson =3

Since p[A] =p[A:B] =3 (ie, r=n= 3 ) the system is consistent and will

have unique solution.
We now have, S5x + Xy +3x; = 20
23x, +4x, = 50
- 120x, = ~ 120
from (iii), Xy =1
From (ii) we get X, = 2 and from (i} we getx, =3

Thus x, =3, x, =2, x; = 1 is the unique solution.

. (i)
.. (i)
(i)

2L Teoad for consisteroy amd oo
v Zy- lz o= ]
Ldy+z w7
Jv4 Ly iz 3
Wtz -
1221
. A-B—zll:z'tha ted matri
[A:B] = 3 2 2 . 3| stheaugmented matrix.
011:0

R2 - —2R]+R2, R3 — —-3R1+R3

L= - T B
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1 2 2% 1
0o 1 1:0
tABI ™19 4 -2 : 0
0-3-3:0
R3—>4R2'+R3, R‘1 —)3R2+R4
122 :1
011:0
(A:Bl~“1gp00:0
000:0

Wehavep{A] =2, p[A:B] =2 ie, r=2 Alson-=3

Sincep[A] =p[A:B] =2<3 (ie, 1< n ) the system is consistent and will
have infinite solutions.

Wenowhave,  x+2y+2z=1 ' | D)
y+z =0 | .. (i)

Let z = k bearbitrary .. y = —k from(ii).

Alsoffom(i), x+(-2k)+2%k =1 ~ x=1

Thusx=1,y=-k,z=karetheinfhﬁtenmnberofsolutionssincekisarbitrary.

i

22, Shore that B foBosenrsysnon ol dee ot msen ~eduibion
Sv+ 3y Froe 8
v+ 26y 4 A

To+ 2y vl

' 5 3 7:5
>> [A:B]1=|3 2 2 :9 is the augmented matrix.
7 210 :5

R, - -3R1+5R2, Ry - -7R1+5R3

5 3 7:- 5
[A:B]1~]0 121 -11 : 30
0 -1 1: -10

R, = Ry+11R,
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5 3 7 5
[A:B] ~10 121 -11 : 30
0 0 0 : -80

WehavepfA] = 2, P[A:B) =3

Since p{A] # p[A:B] the system is inconsistent.

23, Testtor constsbency and ol

By Tz w4
Wor 2y &2z = 9
T2y #10r = 5
5 3 7.4 _
>> [A:B] =326 2 : 9 is the augmented matrix.
7 2105

R2 - —3R1+5R2, R3 — —7’R1 +5R3

(5 3 7. 4
[A:B}~{0 121 -11 : 33
0 -11 l1: -3

Ry > -1/11 - R,
3 7: 4

5
fA:B)~]0 11 -1: 3
0-11 1: -3

R3 — R2+R3

5 3 7 : 4
[A:B]~ [0 11 -1 : 3
0 0 o0:0

Wehave p[A] =2, p[A:B] =2

Since p[A] = p[A:B] = 2 < 3 we conclude that the system is consistent and will
have infinite solutions.

We now have, Sx +3y+7z = 4 . (i)
lly-z = 3 . (i)

Let z = k be arbitrary and from (1i) Y= 1—11* (k+3)
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Also from (i), 5x+13—1 (k+3)+7k = 4

1 1
Thus x=7ﬁ(7—16k), y—ﬁ(k+3), z

LR T

>> [A:B] =
th—aR4
[A:B] -

4 -5 1.
2 3 -1:
3 -1 2:
1 2 -5
(1 2 -5 :
2 3 -1:
3 -1 2:
4 -5 1

_LINEAR ALGEBRA

X =

5 (7-16k)

= k is the required solution.

is the augmented matrix

-9

5
-3

R, = —2R,+R,, Ry —» —3R;+Ry, Ry > —4R +R,

(A:B} ~

1 2 -5

0 -1 9.
0 -7 17 .
0 ~-13 21 :

: -9

21
32
33

R, = -7Ry+R,, R, — —13R,+R,

1 2 -5
0 -1

0 0 -46
0 0 -9

-1/23-Ry, —1/48-R,

-9
21

: -115
. —240
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1 2 -5 -9

0-1 9. 21
(A4:B)~1g o 2. 5

0 0 2 5
R, - -R,+R,

1 2 -5;: -9

0 -1 9: 21
(A:BI~lg o 2. 5

0 0 0: o

Wehavep[A] =3, p[A:B) =3 ie, r=3, alson = 3.

Since p[A] =p[A:B) =3 (ie, r=n=23 ) the system is consistent and will

have unique solution.
We now have
x+2y-5z = -9
~y+9z = 21
2z =5

M

From (iii), z = -25~ . (ii) becomes y = %—21 or y =

Also from (i), x+3 - %— ==-9 - x= .21_

- : - ; T roa, N BT Prloe
I S A (TR VI S N AR AR TR BRI P Y B SN

R T S T R

Vi D Anos g ey e

Dy g itatiom (B Tnsonne oyt N TR ST
_ ) 111: 6

b (A:B]=|12 3 : 10| is the augmented matrix
124 u

'R2 — —R1+R2, R3 - -R1+R3

(D) |
... (id)
.. (iif)
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11 1 : 6
(A:B]~|[01 2 : 4

01 A-1: p-6
R3-—>-—R2+R3

11 1 6
(A:B]1~j0 1 2: 4

00 A-=-3 : pn-10

(a) Unique solition : We must have p[A] = p[A:B] =3, p[A] will be 3 if
(*»-3) # 0 since the other two entries in the last row of A are zero. If
(A-3) # OorA # 3irrespective of the valueofp, p[A:B] will also be 3.

the system will have unique solution if A # 3

(b) Infinite solutions : Here wehaven =3 and we need
p[A] =p[A:B] =r < 3. We must haver = 2 since first row and second
row are non Zero.

.. P[A]=plA:B] = 2onlywhenthelastrowof [ A : B ]is completely zero. This
is possible if A~3 =0, p~10=20

the system will have infinite solutionif A =3 and p =10

(c) Nosolution: Wemusthavep[A] # p[A:B).Bycase{a)p[A] =3 ifh #3
and hence if A = 3weobtainp{A] = 2.
If we impose (p - 10) # Othenp [ A: B ] willbe3.

the system has no solutionif A =3 and p # 10

2o, EFoid o ol atdies of R P aasten et e
1 {_i_f'-rZ =]
AR S :_‘.;’ PR
v+ 4w r 10z = ﬁ.’zr
prissenes o sofid e, Solte v tel o each e
11 1: 1 .
> [A:B}=112 4 : k| istheaugmented matrix.
1410: K

R2 - —R1+R2, R3 - —.'21+R3
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111 : 1
[A:B]~1013: k-1

039 : k-1
R3—4—3R2+R3

111 ;: 1
[A:B]~1p 1 3 k-1

000 : K-3k+2

PLA] = 2and for the system to be consistent we musthavep [ A : B} also 2. This is
possibleif ¥-3k+2=0 .~ k=1 k=2

Hence we conclude that the system possesses a solution if k = 1,2,

Sincep{A] = p[A: B} =2 < 3forthecasesk = 1,2the system will have infinite
solution and the same are as follows.

Case-i: k = 1. The system of equations are,
Xty+z =1 o (@)
y+3z = <. il)
Let z = k| bearbitrary . from (i) y = -3k and from (i) x = 1 +2k,
Case - di: k = 2. The system of equations are
1 . . (i)
1 .. {iv)
Let z = k2 be arbitrary .. from (iv) y = 1-3k, and from (iii) x = 2

X+y+z
y+3z

]

2
Thus x=142k, y=-8k, z=k and x= %,, y=1-3k,, z=k
give all the solution of the given system of equations.

dvd by ez ]
Sy-ny v Toos

r . o TS P .
R T LN N T S S e P T T I T ]

345 :q4
>> (A:Bl1=[456 : b is the augmented matrix.
567 ¢



518 LINEAR ALGEBRA

Observing the elements in A, we perform the transformations : Ry — — R,+R;;
R,-— —R;+R, for convenience (We can as well perform R, = —4R, +3R, and
Ry = -5R +3R;)

o 345 :a
[A:B] ~ |1 1: b-a
111:c¢c-b
Rl<—1>R2
111 : b-a
[A:Bi_]" 345 : =«
111 c-b
Rz—)—3R1+R2, 1?(3—->-RI+R3
111 : b~
~10 12 : 4a-3b
0 00 :a-2b+c

Here p[A] = 2 and the system possesses a solutionif p [A:B] isalsoequal to2
which is possible only when a-2b+c =0 or a+c = 2b as required.

We shall solve the systemwhen 2 = 1, b =2, ¢ = 3

For these values we have, 3x+4y+5z =1 U )
y+2z = -2 .. (id)

Let z = k be arbitrary. From (ii) y = —(2+2k)

Ifrom (i): 3x-8-8k+5k =1 .. x=k+3

Thus x = k+3, y = -2(1+k), z = k is the required solution when
(a,b,e)=1(1,2,3)

Solution of linear homogeneous equations

Let A X = Orespresent the matrix representation of m linear homogeneous equations
in n variables. The augmented matrix is given by

4y By Gy5 4y, 0 0
Ay Ay au-'-azn:o

[A:B] =
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f plA]l=plA:B] = n, the system is consistent and will have trivial solution
x]=0=xz=x3=---=xn

If p{lAl =plA:Bl=r<n the system will have non trivial, infinite number of
solutions as (# - r ) variables can be chosen arbitrarily.

CORREL TR E R

>> [A:B] = is the augmented matrix.

L S ]
Mo W
L= T o]

1

3

1

R, > -4R +R,, R, > ~2R, +R,
1 1 3:¢0

[A:B]~ |0 -1 (A-12):0
0 -1 -4:0|,

R3 — —R2+R3
1 1 3:0

[A:B] ~[0 -1 (A-12):0
0 0 (8-2):0

Here n=3andweneedtohavep[A] = p[A:B]=r < 3

If  8-A=0, then p[A] = p[A:B] =2 < 3

Thus when A = 8, the system will have non trivial solution.

Now, when A = 8 we have the system of equations
X+y+3z =0 ... (i)
—y-4z =0 . ()

Let z = k be arbitrary . y = -4k from (ii).

Also from (i), x—-4k+3k =0 .. x=k

Thus x = k, y = ~4k and z = k represents the non trivial solution of the given
system of equations when A = 8.
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29. Find the value of k swch that the follrv e system of cquations possess o nontrid
sohutton. Also find the seluiion of the ~ystem.

x40, vy =y

491:0
>> [A:B]=| k 3 k: 0] isthe augmented matrix.
142:0
th--—bR3
[1 4 2:0]
[A:B]~|k 3 k:0
4 91:0

R2 — —k§1+R2, RS-—> —415?1+R3

[ 1 4 2:0
[A:B) ~|0 (3-4k) -k: 0
0 -7 -7:0

L
—1/7-R3 and then R2 “— R3

1 4 20
[A:B]~|0 1 1:0
0 (3-4k) ~k:0
R, = (4k-3) R, +R,

[1 4 2:0
{A:B]~| 01 1:0
00 (3k-3):0
p[A]l=p[A:B] =2 <3 only when 3k-3 =0 or k=1

Thus when k = 1, the system will have non trivial solution.

Now, when k = 1, we have the system of equations,

x+4y+2z =0 i)
y+z =0 .. (id)
Let z = k be arbitrary. .. y = —k from (ii).
Alsofrom (i), x-4k+2k =0 . x=2k

Thus x = 2k, y = —k and z = k is the required non trivial solution.
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>> [A:B] = is the augmented matrix.

e
- W N
CoC oo

Mo = D

Rz - —2R1+R2, R, — ——4R1+R3, R‘1 - —-R;+R,

[1 2 3:0

0 -1 -5:0

[A:B] 0 -3 -8:0
0

0 -1 -5 |
R3 — —3R2+R3, R‘1 — -—R1+R4

-

1 2 3:0]
0 -1 -5:0
(A:Bl~}4 o 7.9
|0 0 0:0

p{Al =p[A:B] =3 = number of un knowns.

Hence the system is consistent and will have trivial solution :
x=0, y=0, z=0 '

: 1 1 -1 1:0
>> [A:B]={1 -1 2 -1:0
3 1 0 1:0

,R2 - —R1+R2, R3 - —3R1+R3

s21
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(1 1 -1 1:0

fA:B]~[0 -2 3 -2:0

0 -2 3 -2:0

R3—>—-R2+R3

(1 1 -1 1:0}

[A:B]~|1 -2 3 -2:0

|_0 ¢ 0 0:0

p[A]=plA:B] =2 <4, 4 being the number of unknowns.

The system does possess non trivial solution. (4 -2) = 2 unknowns can be chosen
arbitrarily.

We now have the system of equations,
x1+x2—x3+x4=0 (i)
—2x2+3x3—2'x4=0 L. (i)
Let . x, = k; and x; = k, be arbitrary.
From (ii), —2x2+3k2—2k1 =0.. x= % (3k, - 2k,)

1. 1
From (i), x,+5 (3ky =2k ) ~ky +ky = 0 = x; = =5k
1
Thus x) =-3 ky, %, = % k-k, %3 =k, x4 =k is the required non trivial
solution.

R R RN

1-2 1-1:0
>> [A:B] = l 1 :é : g is the augmented matrix.
5-7 2-1:0

R, —» =R, +R,, Ry = —4R,+R;, R, — —5R;+R,
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1 -2 1-1:0
10 3-3 4:0
(ABl~ty 9.5 12:0
0 3 -3 4:0
R3—>~3R2+R3, R4~~>—.I{2+R4
1 -2 1-1:0
o 3-3 4.0
ABI~1g6 0 0 o0:0

6 0

0 0:0

Wehavep[A:B] =2 and p[A] =2 ie, r= 2 Alson = 4.

523

Sincep{A:B] = p{A] = 2 < 4 the system is consistent and will have infinite
solutions by choosing ( # — r } variables (i.e., 2 variables) arbitrarily.

We now have
X -21'2+x3-x4 =
3x2 - 3x3 + 4.::4 =

Let us choose X, = Jc1 , Xy

from (i1}, 3x2—-3k2+4kl =0 or x

Also from (i), xl—2k2 + -g— k1+k2—k1 =0 or x

Thus Xy = k2 - g kl' x

give all the solutions of the given system of equations.

Find the rank of the following matrices by elementary row transformations.

0
0

= k, arbitrarily.

2

4

2=k -3k =k, x =k

(4021 (1 -31 2
1121334 200 12 3
2347 3 41-2
(121 [ 1 -2-1 3
233 2 5-4 7
41354 112221 2
(215 3 3-510

=k

5

k2'§k1

34 5
25 2

.. ()
i)
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Find the rank of the following matrices

LINEAR ALGEBRA

i=n

y reducing it to the normal form

3
1
4
7

oo N

U1 W =
OO

=N e )
W M e
N WO W
h ~] — =

1
1 12 1

1 -1 3 6
1 3 -3 -4 8.
1 3 3 11

1 2 2 4
2 3 4 6
3 5 6 10 10.
4 -1 -3 2

Test for consistency and solve the following system of equations

11.

15.

17,

x+y+z =9 12
2x+5y+7z = 52
x+ty-2=0

Sx+y+3z =20 T 14,
2x+5y+2z = 18
z+2y+z = 14
4x-2y+6z = 8 16.
x+ty—-3z = -1

15x -3y +9z = 21
2x+6y+11 =0 18.
6x+20y—-6z+3 =0
by—18z+1 = 0

x-y+2z =3
x+2y+3z =5
3x+4y—-5z = - 13

x+3y—-2z2 =0
2-y+4z = 0
x—=1ly+14z = O

x+yt+z=1

x+2y+3z = 4
x+3y+5z =7
x+4y+7z = 10
x-3y+7z2 =5
3x+y-3z =13

2x +19y - 47z = 32

19. Find the values of A and u such that the following system of equations,
2+3y+5z =9, 7x+3y-2z =8, 2x+3y+Aiz = u may have
{a) Unique solution (b) Many solution (c} No solution.

20. Show that the equations, -2x+y+z =4, x—2y+z = b,
x+y—2z = ¢ is consistent if 2+ b +¢ = 0. Solve the system of equations when

{a,bc)=1(11-2).
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AL e

1. 3 2. 3 3.2” 4. 2 5. 3
6. 3 7. 3 B. 2 9. 3 10. 2
. x=1,y=3,2z=5 12 x=-1y=0z2=2
B. x=3,y=212=1 14 x=-10k/7, y=8ks7, z =k
o x=1y=3k-2z=k 16 x=k-2, y=3-2% z=k
17. Inconsistent _ 18. Inconsistent
19. {a) Unique solution D A#® 5,

(b) Infinite solution tA=5 pu=9

(c) No solution tA=5 u=+9

2 x=y=k~1, z=k

PT Sshihinn ot asc ol nn e per s Cyraiions
Costen elimvmation roetopd

This method is illustrated by considering a system of three independent equations in
three unknowns. The method is very much similar to the method we employed in
solving a system of equations by testing its consistency.

Consider the system of equations
ApXp+apx, +ax; = b
22x2+a233;3=bz (@)
31 Xy F a3y X) +833%y = by

0211:1 +a

The system (i) is equivalent to the matrix equation

AX = B ) R 61
41 %2 3 X by

where A = ﬂz] ‘122 ﬂ23 , X = 3.’2 ., B = b?.
A3 33 33 X3 by

The method aims in reducing the coefficient matrix A to an upper triangular matrix.
We consider the augmented matrix [ A: B] .

ay A4 43 by
Wehave [A:B] = Gy 3y A9y ! bz
fy) G35 833 : by
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Step - 1. We use the element a,,(# 0) to make the elements a,, and a;, zero
by elementary row transformations.

This transforms [ A: B ] into the form

Ay 4y a4y - b
[A:B]~ 0 a22’ a23':b2'

. .. (id)

0 a4 LIV by
Step - 2 We use the element 4, (# 0) to make the element a,,” zero by
elementary row transformation.
This transforms [ A : B | as in (iii) into the form
ay 8y Ay 1 by .
[A:B] ~|0 @y ay @ b (i)
0 0 a,” @by

( Observe that the matrix A is reduced to the upper triangular form )
From (iv), the given system of linear equations is equivalent to the system of equations
Ay Xy Ay Xy +a Xy = by
A,y Xy + 5y X3 = by
Ayy” Xy = by
We get x, from the last of the equation and by back substitution we get x, and x,.

The values of x;, X,, X3 s0O obtained constitutes the exact solution of the given
system of equations.

Note : Incase ay, or a," is zerowe only need to re-arrange the equations.

This method can be regarded as the modification of Gauss elimination method.
This method aims in reducing the coefficient matrix A to a diagonal matrix.
Step-1 This step is same as in Gauss elimination method.

Step-2 Referring to (iii), we use the element “22' (# 0) to make the elements n,,

I

and a,," zero by elementary row transformations.
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With this transformation we obtain
a, 0 LT
[A:B] ~[0 a2y ay : b Y
0 o0 a3 by”
Step-3 Finally we use the element 3" (# 0) tomake the elements ay, 414" zero
by elementary row transformations.

With this transformation we obtain

a, 0 0 : bl”
[A:B] ~]0 2" 0 : bz" .o (vi)
0 0 ay”:b”

( Observe that the matrix A is reduced to the diagonal form )
It can be easily seen from (vi) that

-  # ’ _ *r #” - 1"
4Gy xy = b, ay'x, = 2 433" X3 = by
Thus we get the required r » X, x, being the exact solution.
g req 17 T, Xy g

VWORRET PROBLIAS

[ =
>> (&) By Gauss elimination method :
The augmented matrix of the system is

: i 1 1:9
[A:B]=|1 -2 3.8
2 1 -1:3

R2 —3 —-R1+R2, R3 - --2R1+R2

1 1 1: 9
[A:B]~]l0 -3 2. -1
: 0 -1 -3:.-15][,

Ry, — R2+(—3)R3
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1 1 1: 9
[A:B] ~{0 -3 2 : ~1
0 011 : 44
Hence wehave, x +y +z =9
-3y +2z =-1
11z =4 Hz=4
By back substitution, ~3y+8 =-1 . y=3; Also x=2

Thus x = 2, ¥y = 3, z = 4 is the required solution.

(b) By Gauss Jordan method :
The first step is same as in Gauss elimination method. So we have
1 1 1: 9
[A:B]~-|0 -3 2: -1
0 -1-3:-15
We use the leading non zero entry in second row (- 3) to make the element above (1) and below
(1) zero. '

R, - R, +3R,, R, — Rz+(-3)R3

3 0 5: 26
(A:B}~|0 -3 2: -1
0 011 : 44

R, — 1711 Ry (This step is performed only for convenience to get 1 as the leading entry
in the third row ).

3 05: 26
[A:B]~]0 -3 2: -1
0 01: 4

[ We use the element 1 in the third row 1 to make the two elements above (2 and 5 ) zero. |
R1 - -5R, +R,, R, = —21234-R2

3 00: 6
[A:B]~{0 -3 0 : -9
0 01: 4

Hencewehave 3x =6, -3y =-9, 2z =4

Thus x=2, y =3, z =4 isthe required solution.
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>> The augmented matrix of the system is

2 1

[A:B]=|4 11 -1

8 -3

R2 - -2R1+R2, R3 — -4R1+R3

2 1
[A:B}~|0 9

1/9-R,, ~1/7-R,
[2 1

4
[A:B]~{01 -1 ;
2

g1
R3 -;-R2+R

21 4 :
[A:B]~]01 -1 -
00 3

Hence we have, 2x+y+4z

4 : 12
: 33
220

4 : 12

-9 9
0 -7 -14 : —~-28

y-z=

3z

12
1
3 Lz=1

By back substitution, y =2 and x = 3

Thus x=3,y=2,z=1 is the required solution.

529

>> It is convenient to perform row transformations if the leading entry is 1. We shall write

the augmented matrix by interchangi
equation has three of its coefficients 1.

ng the first equation with the fourth equation. Fourth



1114:-6
1711;: 12
(A:B)=11161: -5
5111 : 4

R, — —R1+R2, R, — —R1+R3, R, — —5R1+R4

1 1 1 4 : 6|
lo 6 0 -3:18
[AB1~1g o 5 -3: 1
0 -4 -4 =19 : 34
1/3-R,
(1 1 1 4 : 6]
0 2 0 -1: 6
(AB1~|g o 5 -3: 1
(0 -4 -4 19 : 34
R4—>2R2+R4
11 1 4: 6]
o102 0 -1: 6
(AB)"1g0 5 -3: 1
00 -4 -21 : 46
R, -> 4R, +5R,
111 4: 6
oo 1020 -1: 6
(ABl~ g 05 -3: 1
000 -117 : 234
Hence we have, x1+x2+x3+4x4 = -6

2x, +0xy—xy = 6
56, —3xy = 1
~117x, =234 .. x, ==2
By back substitution we get x; = -1, x, =2, x) =1

Thus x, =1, x, =2, x5 = -1, x,=-2 is the required solution.

s . . . . LINEAR ALGEBRA
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>> Asitisconvenient to have the leading coefficient as 1 we shall interchange the first
and third equations. The augmented matrix will be

11 1: 9
[A:B]=]21-1: 0
L2 5 7 : 52

R2 -3 —-2R1+R2, R3 -3 —2R1+R3

1 1 1: 9]
[A:B] ~|0 -1 -3 : —18
6 3 5 34

R, = 2R;+R,, R, - 3R, +R,

1 00: 1

fA:B}~[0 -1 0: -3

0 01: 5
Hencewehave x =1, -y =-3,z =5

Thus x=1, y =3, z =5 is the required solution.

>> The augmented matrix associated with the given system is
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|

2
: =5
7
5

1 1:

2 -1

3 4
2
12

1
2

2 -1

3
1 -2 -3

1

L00—44:

o o

- o D
o Qo

[A:B]={
R, » —-2R,+R,, Ry = -3R;+R;, Ry » ~R;+R,

10
01
[A:B)~| 5 o

We shall perform 1/2-R,, 1/4- R, and then interchange therows R, and R,

[A:B} ~

1

(=TI e

: =11

1 :

oo O -
coO o

10
00
0

o -0 o
-o oo

10
01
00-10:
00

Rl — R._,'+R1

R, - -R+R,, Ry - ~R,+R,

[A:B] ~
{A:B] ~



SOLUTION OF A SYSTEM OF EQUATIONS 533

Hence we have x, =0, x, =1, X, =1, X, =2

Thus x, =0, x,=1, x, =-1, x, = 2 is the required solution.

>> The augmented matrix associated with the given system of equations is

1 -2 3:2
fA:B)=|3 -1 4 : 4
2 1-2:5

R, > ~3R; +R,, R, - 2R, +R,

[1 -2 3. 2]
[A:B]~[0 5 -5 -2
0 5 -8: 1
R3—-)—R2+R3
1 -2 3: 2]
[A:B]~10 5 -5 -2
0 0-3: 3
Hence we have, x1—2x2+3x3=2
5x2—513=-2
—3x3=3 x3=-1

By baék substitution 5x,+5 = -2 .. X, ==7/5=-14
Also, rn-2(-14)-3=2 . X, =22

Thus X =22, x,=-14, Xy = =1 is the required solution.

>> Asitis convenient to have the leading coefficient as 1 we shall interchange the first
and third equations. The augmented matrix will be
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11 1: 9
[A:B}=;{21-1: 0
25 7:82
R2—>—231+R2, R, = -2R;+R;
(1 1 1 9]
[A:B}~|0 -1 -3: -18
B 3 5 34
Ry = 3R, +R;
101 1: 9]
[A:B}~|0 -1 -3 : -18
[0 0 -4:-20
Hence wehave, x+y+z=9
-y-32=-18
~4z=-20 . z=5
By back substitution y = 3 and x =1

Thus x=1, y =3, z =5 istherequired solution.

>> The augmented matrix associated with the given system is

[A:B] -

[A:B] ~

L

L

[ 1

1 -2-3 2: 5
R, - -2R1+R2, Ry - —3R1+R3, Ry - —R1+R4

oo o -

1
2 -1
3 2

W om W

1 1: 21
2 -1 : -5
3 4 : 7

1 1: 2}
0 -3: -9
0 1 1
-4 1 3

LINEAR ALGEBRA
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R3 - 1/3-R2+R3, R, - —R2+R4

4
(1 1 1 1: 2]
) ¢ -3 0-3: -9
(4:B] ¢ 0 0 2: 4
0 0 -4 4. 12J
R3e->R4
_ (1 1 1 1: 2]
0-3 0-~3:-9
(A:Bl~'y 5 -4 4. 1
c 0 0 2. 4
Hence we have, Xyt X+ xy+x, =2
—3x2+0x3-3x4=-—9
—dxy +4x, = 12
2x4=4 x4=2

Further by back substitution we get X3=-1, x=1 and x, = 0

Thus n=0,x=1,x=-1, x, = 2 is the required solution.

Note : In many practical situations we come across with more number of equations involving
decimal quantities also. In such cases we adopt sequential steps which can be programmed, as
illustrated in the following problem. We donot express the equations in the matrix form also.

An Hlustrative Example on Gauss elimination method.
02x+03y-01z =05
04x+04y-03z =03
02x-03y+02z =02

>> Step-1 The coefficient of x in all the three equations are made 1 by dividing the
equations respectively by 0.2, 0.4 and 0.2. We get,

x+1.5y-05z =25
x+y=-075z = 0.75
x-15y+z =1

Step-2 We subtract the second and third equations from the first equation. We get,
x+15y-05z =25
05y+025z = 175
3y-15z=15
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Step-3 . The coefficient of y in the second and third equations are made 1 by dividing
the equations respectively by 0.5 and 3. We get,

x+15y-05z =25

y+05z =35

y=052 =105

Step-4 We subtract the third equation from the second equation. We get
x+15y-05z =25
y+05z = 35
z=13
By back substitution we gety = 2and x = 1

Thus x =1, y =2, z = 3 is the required solution.

Remark : In the event of getting more decimals in the process of division, we can fix the
constants to suitable/desived number of decimal places.

Solve the following system of equations by Gauss elimination method and also by
Gauss - Jordan method.

L x+2y+z =3, 2x+3y+3z =10, 3x-y+2z =13
2 2x+3y-z =5, dx+4y-32=3, x-3y+2z =2
3. 3x+4y+5z =18, 2x-y+82 =13, Sx-2y+7z = 20

t

.4. 2x, =X, + Xy -1, sz-x3+x4= 1
xl+2'x:3--x4 =-1, x1+x2+2x4=3

5. 5x1+x2+x3+x4 =4, x1+7x2+x3+x4 =12

9

x1+12+6x3+x4 -5, x1+x2+x3+4x4 = -6

Note : Answers are given in the respective order of the variables as in the given equations
1. 2,~-13 2. 1,2,3 3. 31,1
4 -1,0 1,2 5 1,2, -1, -2



